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Abstract.

New perturbation theorems are proved for simultaneous bases of singular subspaces
of real matrices. These results improve the absolute bounds previously obtained in [6]
for general (complex) matrices. Unlike previous results, which are valid only for the
Frobenius norm, the new bounds, as well as those in [6] for complex matrices, are extended
to any unitarily invariant matrix norm. The bounds are complemented with numerical
experiments which show their relevance for the algorithms computing the singular value
decomposition. Additionally, the differential calculus approach employed allows to easily
prove new sin Θ perturbation theorems for singular subspaces which deal independently
with left and right singular subspaces.
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Key words: Singular value decomposition, perturbation bounds, derivatives of orthog-
onal projections.

1 Introduction.

In [6] it was questioned whether the simultaneous bases of singular subspaces
of an m by n matrix A had the same sensitivity as the subspaces themselves.
The results showed that the two sensitivities coincide when the perturbation is
multiplicative (i.e. the perturbed matrix is Ã = D∗

1 AD2), both depending on a
relative gap between singular values (see Li [12]) instead of the usual absolute
gap. In the case of arbitrary perturbations (Ã = A + E), however, it was found
that the simultaneous bases may be much more sensitive than their associated
singular subspaces if the smallest singular values of the matrix A are among those
corresponding to the chosen subspaces (see Theorems 1.1 and 1.2 below). Hence,
we may conclude that the behavior of simultaneous bases is completely satisfactory
under multiplicative perturbations, but not necessarily when the perturbations are
additive. This last case is the one we shall address in the present paper.

To briefly summarize the results of [6] for the case of arbitrary additive pertur-
bations, let A and Ã be two arbitrary matrices in Cm×n, m ≥ n with conformally
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partitioned singular value decompositions (hereafter, SVD)

A =
[
U1 U2 U3

]  Σ1 0
0 Σ2

0 0

[ V ∗
1

V ∗
2

]
,(1.1)

Ã =
[
Ũ1 Ũ2 Ũ3

] Σ̃1 0
0 Σ̃2

0 0

[ Ṽ ∗
1

Ṽ ∗
2

]
(1.2)

where Σ1 ∈ Ck×k, Σ2 ∈ C(n−k)×(n−k) and ∗ denotes the conjugate transpose. No
particular order is assumed on the singular values. Define the residuals

R = AṼ1 − Ũ1Σ̃1 = (A− Ã)Ṽ1,

S = A∗Ũ1 − Ṽ1Σ̃1 = (A∗ − Ã∗)Ũ1.
(1.3)

In this setting, the classical result by Wedin [20] bounds the sines of the canonical
angles (see [18]) between the column spaces R(U1) of U1 and R(Ũ1) of Ũ1, as well
as between the column spaces of V1 and Ṽ1. If we denote by Θ(U1, Ũ1) the matrix
of canonical angles between R(U1) and R(Ũ1), and by Θ(V1, Ṽ1) the matrix of
canonical angles between R(V1), R(Ṽ1), Wedin proved in the Frobenius norm the
following theorem:

Theorem 1.1. Let A and Ã be two m×n (m ≥ n) complex matrices with SVDs
(1.1) and (1.2). Define

δ = min
µ̃∈σ(Σ̃1)

µ∈σext(Σ2)

|µ̃− µ|(1.4)

where, for any matrix B, σ(B) denotes the set of its singular values and

σext(Σ2) =

{
σ(Σ2) ∪ {0} if m > n,

σ(Σ2) if m = n.
(1.5)

If δ > 0 then√
‖ sinΘ(U1, Ũ1)‖2

F + ‖ sinΘ(V1, Ṽ1)‖2
F ≤

√
‖R‖2

F + ‖S‖2
F

δ
.(1.6)

Of course, the bound (1.6) implies that if both residuals are small, and the gap
δ is not too small, the canonical angles are also small. However, as was observed
in [6], this does not mean necessarily that the differences U1 − Ũ1 and V1 − Ṽ1 are
small, only that there exist orthonormal bases of R(U1) and R(V1) which are close
to the orthonormal bases formed by the columns of Ũ1 and Ṽ1. This is equivalent
to the existence of two k×k unitary matrices P and Q such that both ‖U1P−Ũ1‖F

and ‖V1Q − Ṽ1‖F are small (see [18, Theorem I.5.2]). However, as remarked in
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[6, Section 1], P and Q should be the same if we want to take the columns of
the matrices Ũ1 and Ṽ1 as reliable approximations of a pair of singular vector
matrices corresponding to nonzero singular values of the unperturbed matrix A.
Hence, we need to bound a different, more specific measure of the distance between
simultaneous bases, in order to determine their sensitivity. The approach taken
in [6, Theorem 2.1] is to bound the quantity1

min
Wunitary

√
‖U1W − Ũ1‖2

F + ‖V1W − Ṽ1‖2
F ,(1.7)

which is zero whenever Ũ1, Ṽ1 are a pair of simultaneous bases of singular subspaces
of the unperturbed matrix A. The following result was obtained in [6]:

Theorem 1.2. Let A and Ã be two m×n (m ≥ n) complex matrices with SVDs
(1.1) and (1.2). Define

δb = min
{
δ , σmin(Σ̃1) + σmin(Σ1)

}
(1.8)

where δ is the classical gap given by (1.4), and σmin(Σ1), σmin(Σ̃1) denote, respec-
tively, the minimum of the singular values of Σ1 and Σ̃1. If δb > 0 then

min
Wunitary

√
‖U1W − Ũ1‖2

F + ‖V1W − Ṽ1‖2
F ≤

√
2

√
‖R‖2

F + ‖S‖2
F

δb
.(1.9)

Moreover, the left hand side of (1.9) is minimized for W = Y Z∗, where Y SZ∗ is
any SVD of U∗

1 Ũ1 + V ∗
1 Ṽ1, and the equality can be attained.

The bound in Theorem 1.2 differs from that in Wedin’s Theorem 1.1, modulo
numerical factors, in its dependence on the gap δb instead of on δ. This new gap,
however, coincides with δ if m > n, since in that case δ ≤ (σmin(Σ̃1) + σmin(Σ1)).
Hence, only in the square casem = n is there any significant difference between the
sensitivity of simultaneous bases and that of the corresponding singular subspaces.
Moreover, this different behavior appears only if Σ1 contains the smallest singular
values of A.

In the present paper we focus on the study of arbitrary additive perturbations
(Ã = A+E), significantly improving the bound (1.9) in the special (but frequent)
case when the matrices A and Ã are real, provided the size of the perturbations
is appropriately restricted (see Theorem 3.2 below for the details). If we, addi-
tionally, suppose that k = 1, i.e. that the singular subspaces R(U1), R(V1) are
one-dimensional (by far the most common situation in numerical practice), the
perturbation bounds may be further refined. Theorem 3.2 shows that in this case
the variation of simultaneous bases is similar to that of subspaces, both depending
on the usual gap δ between singular values. Again, in this case it will be nec-
essary to restrict the size of the admissible perturbations. Both results will be
illustrated through numerical experiments which clearly display how the output

1This quantity is an extension to pairs of subspaces of the unitarily invariant metric on the
set of subspaces introduced by Paige [17] in a different context (see also [18, §II.4.2]).
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of the usual algorithms for computing the SVD adequately reflects the influence
of the corresponding perturbation bounds.

A remark is in order concerning the different behavior under perturbation of
simultaneous bases for real and for complex matrices. This difference is analogous
to the one already observed in the perturbation theory of unitary polar factors
(see [1, 10, 16, 11, 3]). In fact, this latter theory can be deduced as a particular
case of the perturbation theory for simultaneous bases developed both here and
in [6]. However, we do not pursue this line of thought to keep the presentation
concise.

It should be noticed that the techniques used to prove the theorems for real
matrices are considerably more sophisticated than those employed in [6] for the
general, complex, case. As in [1, 10, 16, 3], the basic tool is matrix differential
calculus or, to be more precise in this paper, derivatives of orthogonal projectors
onto invariant subspaces of Hermitian matrices. Although comparatively more
involved, this approach has the advantage of directly leading in Theorem 5.1 to
new bounds on the variation of singular subspaces for general complex matrices,
which deal separately with the left and the right singular subspaces. This is an
important remark, since Wedin’s Theorem 1.1 and almost any other sinΘ-like
theorem in the literature for arbitrary additive perturbations are all joint bounds,
in the sense that both singular subspaces, left and right, seem to be influenced by
the existence of small singular values in Σ1. However, it is well known that only
the left subspace R(U1) should be affected by the presence of singular values close
to zero in Σ1 [18, Section V.4.1]. Finally, we point out that these separate bounds
in Theorem 5.1 are not obtained following the obvious route of dealing with the
matrices A∗A and AA∗, since this would lead to gaps between squares of singular
values, not between the singular values themselves.

The paper is organized as follows: Section 2 presents the basic matrix differential
calculus results required throughout the article. We stress that taking a point of
view strictly confined to matrix analysis simplifies to a large extent the discussion,
allowing for a compact, self-contained presentation of differentiability results of
spectral projectors of (Hermitian) matrices, a topic where analytic function theory
is usually the tool of choice (see, for instance, [9, Section II.6] or [4, Section 2.7]).
Furthermore, simple, explicit formulas are provided for all the relevant derivatives.
This said, one should still bear in mind that Section 2 is rather technical and,
although it deserves a careful reading, the reader not interested in the technical
details may skip the proofs and concentrate on the statements of Corollaries 2.2
and 2.3. Besides differentiability results, Section 2 contains several notations and
block decompositions frequently used throughout the rest of the paper.

Section 3 contains perturbation bounds for quantity (1.7) in the Frobenius norm
for real matrices, illustrated in Section 4 with several numerical experiments. Sec-
tion 5 contains the announced new subspace perturbation bounds, separately deal-
ing with left and right singular subspaces. Finally, we present in Section 6 per-
turbation bounds for simultaneous bases valid for any unitarily invariant matrix
norm.

The following notation will be used throughout the paper: the conjugate trans-
pose of a matrix A is denoted by A∗, its spectral norm (the largest singular value



88 F. M. DOPICO AND J. MORO

of A, also called 2-norm) by ‖A‖2 and its Frobenius norm by ‖A‖F . The trans-
pose of the real matrix A is denoted by AT . We write σ(A) for the set of the
singular values of A. If A is square, L(A) is the set of its eigenvalues. If B is an
m by n matrix, R(B) stands for the subspace of Cm spanned by the columns of
B, and to shorten the notation, we denote by sinΘ(X1, X̃1) the matrix of sines
of the canonical angles between the subspaces R(X1) and R(X̃1) (see [18] for the
definition of canonical angles). Finally, ||| · ||| denotes any family of normalized
unitarily invariant matrix norms.

2 Derivatives of orthogonal projectors.

Consider an arbitrary n by n complex Hermitian matrix H with unitary spectral
decomposition

H =
[
Q1 Q2

] [ Λ1 0
0 Λ2

] [
Q∗

1

Q∗
2

]
,(2.1)

where Q1 ∈ Cn×k,

Λ1 = diag{λ1, . . . , λk} ∈ Rk×k,

Λ2 = diag{λk+1, . . . , λn} ∈ R(n−k)×(n−k),

and
λi �= λj , whenever i ∈ {1, . . . , k}, j ∈ {k + 1, . . . , n}.(2.2)

Hence, no particular order is assumed on the eigenvalues in Λ1, Λ2, only that they
are disjoint. In this setting, the orthogonal projector onto the invariant subspace
R(Q1) spanned by the columns of Q1 is

Π1 = Q1Q
∗
1.

Given any Hermitian perturbation matrix ∆H ∈ Cn×n, we are interested in the
uniparametric matrix family

H(t) = H + t∆H, 0 ≤ t ≤ 1,

with unitary diagonalizations

H(t) =
[
Q1(t) Q2(t)

] [ Λ1(t) 0
0 Λ2(t)

] [
Q1(t)∗

Q2(t)∗

]
,(2.3)

where Q1(t) ∈ Cn×k,

Λ1(t) = diag{λ1(t), . . . , λk(t)} ∈ Rk×k,

Λ2(t) = diag{λk+1(t), . . . , λn(t)} ∈ R(n−k)×(n−k),

with limt→0 λl(t) = λl, l = 1, . . . , n. Thus, the orthogonal projector onto R(Q1(t))
is

Π1(t) = Q1(t)Q1(t)∗.
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Now we are in the position to prove the main result in this section.
Theorem 2.1. Let H ∈ Cn×n be Hermitian with unitary diagonalization (2.1)

satisfying (2.2), and define

δ = min
λ∈L(Λ1)
µ∈L(Λ2)

|λ− µ|.(2.4)

For any given n by n Hermitian perturbation matrix ∆H, consider the matrix
family H(t) = H + t∆H, with unitary diagonalizations (2.3) and let Π1(t) be the
orthogonal projector onto the subspace spanned by the columns of Q1(t).

If

‖∆H‖2 <
δ

2
,(2.5)

then the projection Π1(t) is continuously differentiable for t ∈ [0, 1] and

dΠ1

dt
(t) = Q(t)

[
0 Γ(t) ◦ Φ(t)

Γ(t)∗ ◦ Φ(t)∗ 0

]
Q(t)∗,(2.6)

where Q(t) = [Q1(t) Q2(t)], the symbol ◦ stands for the Hadamard product,

Φ(t) = Q1(t)∗ ∆H Q2(t)

and Γ(t) stands for the k by n− k gap matrix

Γ(t) =
[

1
λi(t) − λj(t)

]
i=1,...,k

j=k+1,...,n

.(2.7)

Proof. Although in principle we are only interested in H(t) for t ∈ [0, 1],
we begin by extending, for technical reasons, the range of t to a larger interval
(−t+, t+) for any t+ > 1 satisfying

t+ <
δ

2 ‖∆H‖2
.(2.8)

Then, conditions (2.5) and (2.2) guarantee, using Weyl’s eigenvalue perturbation
Theorem, that

λi(t) �= λj(t), for i ∈ {1, . . . , k}, j ∈ {k + 1, . . . , n}

for every t ∈ (−t+, t+). Furthermore, if λmin and λmax denote, respectively, the
smallest and largest eigenvalue of H , then

λi(t) ∈ (α, ω) for every t ∈ (−t+, t+),

where α = λmin − δ/2, ω = λmax + δ/2.
Now, we define a function f : (α, ω) −→ R such that

f(x) =

{
1 if x ∈

⋃k
i=1[λi − τ, λi + τ ],

0 if x ∈
⋃n

j=k+1[λj − τ, λj + τ ],



90 F. M. DOPICO AND J. MORO

where τ = t+‖∆H‖2. Outside the τ -neighborhoods of the λ’s, the function f is
defined in such a way that it is continuously differentiable on the whole interval
(α, ω).

Note first that condition (2.8) guarantees that the intervals where f = 0 have
no intersection with those where f = 1. Moreover, again by Weyl’s Theorem, for
every t ∈ (−t+, t+) each λi(t) is in [λi − τ, λi + τ ] for i = 1, . . . , n, so

f(H(t)) = Q(t)
[
Ik 0
0 0

]
Q(t)∗ = Q1(t)Q1(t)∗ = Π1(t).

Now, we apply [8, Theorem6.6.30] to the matrix function f(H(t)) = Π1(t) on
the open interval (−t+, t+) (this is the reason why we extended H(t) beyond
[0, 1]), obtaining that Π1(t) is continuously differentiable in the whole interval (in
particular, in [0, 1]). Furthermore, its derivative is

dΠ1

dt
(t) = Q(t) [Df (t) ◦ Ψ(t)] Q(t)∗, t ∈ (−t+, t+),

where ◦ stands for the Hadamard product, Ψ(t) = Q(t)∗ ∆HQ(t) and the n by n
matrix Df (t) is given by

Df (t) = [∆f(λr(t), λs(t))]
n
r,s=1 ,

with the divided differences ∆f(·, ·) defined as

∆f(x, y) =


f(x) − f(y)

x− y
if x �= y,

f ′(x) if x = y.

Given our choice of the function f , it is clear that

∆f(λr(t), λs(t)) = 0

if either both r, s ∈ {1, . . . , k} or both r, s ∈ {k + 1, . . . , n}. On the other hand,

∆f(λr(t), λs(t)) = ∆f(λs(t), λr(t)) =
1

λr(t) − λs(t)

whenever r ∈ {1, . . . , k}, s ∈ {k + 1, . . . , n}. Hence,

Df (t) =
[

0 Γ(t)
Γ(t)∗ 0

]
, t ∈ (−t+, t+),

with Γ(t) defined as in (2.7). The proof is completed by writing the corresponding
block partition of Ψ(t).

Once we have a result for the spectral Hermitian problem, one can easily obtain
useful results for the SVD of general rectangular matrices A(t) = A+ tE, A, E ∈
Cm×n, m ≥ n, via the (m + n) by (m + n) Hermitian Jordan–Wielandt matrices
[18, Section I.4.1]

H =
[

0 A
A∗ 0

]
, ∆H =

[
0 E
E∗ 0

]
(2.9)
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associated with A and E.
To be more precise, consider an arbitrary matrix A ∈ Cm×n, m ≥ n, with

singular value decomposition given by (1.1) where

Σ1 = diag{σ1, . . . , σk} ∈ Rk×k,

Σ2 = diag{σk+1, . . . , σn} ∈ R(n−k)×(n−k)

and
σi �= σj , whenever i ∈ {1, . . . , k}, j ∈ {k + 1, . . . , n}.(2.10)

Again, no particular order is assumed on the singular values. For any given matrix
E ∈ Cm×n we consider the uniparametric family of perturbed matrices A(t) =
A+ t E, with SVD

A(t) =
[
U1(t) U2(t) U3(t)

]  Σ1(t) 0
0 Σ2(t)
0 0

 [ V1(t)∗

V2(t)∗

]
,(2.11)

where
Σ1(t) = diag{σ1(t), . . . , σk(t)},

Σ2(t) = diag{σk+1(t), . . . , σn(t)},
with limt→0 σi(t) = σi, i = 1, . . . , n.

Corollary 2.2. Let A be an arbitrary complex m × n (m ≥ n) matrix with
SVD given by (1.1) and satisfying (2.10). Define

ρ = min

 min
λ∈σ(Σ1)

µ∈σext(Σ2)

|λ− µ|, 2σmin(Σ1)

 ,(2.12)

where σext(·) is given by (1.5). For any m by n perturbation matrix E, consider
the matrix family A(t) = A + t E, 0 ≤ t ≤ 1, with SVDs (2.11) and let P1(t) be
the orthogonal projector onto the subspace of Cm+n spanned by the columns of the
(m+ n) by k matrix

X1(t) =
1√
2

[
U1(t)
V1(t)

]
.

If

‖E‖2 <
ρ

2
,(2.13)

then the projection P1(t) is continuously differentiable for t ∈ [0, 1] and

dP1

dt
(t) =

[
X1(t) X2(t)

] [ 0 G(t) ◦ F (t)
G(t)∗ ◦ F (t)∗ 0

] [
X1(t)∗

X2(t)∗

]
,(2.14)

where

X2(t) =
1√
2

[
U1(t) U2(t) U2(t)

√
2U3(t)

−V1(t) V2(t) −V2(t) 0

]
,
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the symbol ◦ stands for the Hadamard product,

F (t) = X1(t)∗
[

0 E
E∗ 0

]
X2(t)

and G(t) stands for the k × (m+ n− k) gap matrix

G(t) =
[
G1(t) G+

2 (t) G−
2 (t) G0(t)

]
whose blocks are given, respectively, by

G1(t) =
[

1
σi(t) + σj(t)

]
i=1,...,k
j=1,...,k

∈ Ck×k,

G+
2 (t) =

[
1

σi(t) − σj(t)

]
i=1,...,k

j=k+1,...,n

∈ Ck×(n−k),

G−
2 (t) =

[
1

σi(t) + σj(t)

]
i=1,...,k

j=k+1,...,n

∈ Ck×(n−k),

G0(t) =
[

1
σi(t)

]
i=1,...,k

j=1,...,m−n

∈ Ck×(m−n).

Proof. Apply Theorem 2.1 to the Jordan–Wielandt matrices (2.9), with Λ1 =
L(Σ1) and Λ2 = L(−Σ1) ∪ L(Σ2) ∪ L(−Σ2) ∪ {0}.

Remark 2.1. In the previous Corollary it is implicitly assumed that Σ1 is
nonsingular, otherwise ρ = 0 and restriction (2.13) does not hold. The same
happens in several other Theorems of this paper.

Remark 2.2. In the nonsquare (m > n) case condition (2.13) can be relaxed
to

‖E‖2 < min

{
1
2

min
λ∈σ(Σ1)
µ∈σ(Σ2)

|λ− µ| , σmin(Σ1)

}
,

if we take into account the existence of m− n “ghost” zero singular values which
do not change for 0 ≤ t ≤ 1. The same is possible in the next corollary.

We conclude this section with a second corollary, similar to Corollary 2.2, which
will be used in Section 5.

Corollary 2.3. Let A be an arbitrary complex m × n (m ≥ n) matrix with
SVD given by (1.1) and satisfying (2.10). Define

gext = min
λ∈σ(Σ1)

µ∈σext(Σ2)

|λ− µ|,(2.15)

where σext(·) is given by (1.5). For any m by n perturbation matrix E, consider
the matrix family A(t) = A + t E, 0 ≤ t ≤ 1, with SVDs (2.11) and let P±

1 (t) be
the orthogonal projector onto the subspace of Cm+n spanned by the columns of the
(m+ n) by 2k matrix

Y1(t) =
1√
2

[
U1(t) U1(t)
V1(t) −V1(t)

]
.
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If
‖E‖2 <

gext

2
,

then the projection P±
1 (t) is continuously differentiable for t ∈ [0, 1] and

dP±
1

dt
(t) =

[
Y1(t) Y2(t)

] [ 0 G(t) ◦ F(t)
G(t)∗ ◦ F(t)∗ 0

] [
Y1(t)∗

Y2(t)∗

]
,(2.16)

where

Y2(t) =
1√
2

[
U2(t) U2(t)

√
2U3(t)

V2(t) −V2(t) 0

]
,

the symbol ◦ stands for the Hadamard product,

F(t) = Y1(t)∗
[

0 E
E∗ 0

]
Y2(t)

and G(t) stands for the 2k × (m+ n− 2k) gap matrix

G(t) =
[

G+
2 (t) G−

2 (t) G0(t)
−G−

2 (t) −G+
2 (t) −G0(t)

]
with G0(t), G+

2 (t) and G−
2 (t) defined as in Corollary 2.2.

Proof. Apply Theorem 2.1 to the Jordan–Wielandt matrices (2.9), with
Λ1 = L(Σ1) ∪ L(−Σ1) and Λ2 = L(Σ2) ∪ L(−Σ2) ∪ {0}.

3 Theorem for bases of real matrices in Frobenius norm.

The following preliminary lemma is a straightforward consequence of Corollary
2.2. This lemma allows us to prove Theorem 3.2, one of the main results in this
paper. Since we are going to deal with real matrices, all the matrices appearing
in Corollary 2.2 have to be understood as real matrices, in particular conjugate
transpose are just transpose matrices.

Lemma 3.1. Let A and E to be two m× n (m ≥ n) real matrices and consider
the matrix family A(t) = A+ tE with t ∈ [0, 1] under the assumptions of Corollary
2.2. Define the usual order σ1(t) ≥ · · · ≥ σk(t) on the singular values of Σ1(t),
and also

ρR(t) = min

{
min

λ∈σ(Σ1(t))
µ∈σext(Σ2(t))

|λ− µ| , σk−1(t) + σk(t)

}
,(3.1)

1. If k > 1 then ∥∥∥∥dP1

dt
(t)
∥∥∥∥

F

≤
√

2 ‖E‖F

ρR(t)
.(3.2)

2. If k = 1 then Σ1(t) is a number, and∥∥∥∥dP1

dt
(t)
∥∥∥∥

F

≤
√

2 ‖E‖2

min
µ∈σext(Σ2(t))

|Σ1(t) − µ| .(3.3)
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Proof. From equation (2.14) we get∥∥∥∥dP1

dt
(t)
∥∥∥∥

F

=
∥∥∥∥[ 0 G(t) ◦ F (t)

G(t)T ◦ F (t)T 0

]∥∥∥∥
F

.

The key point in the proof is that the diagonal elements of F (t), those correspond-
ing to the diagonal elements of matrix G1(t) defined in Corollary 2.2, are equal to
zero. The proof of this is trivial, although it should be stressed that this fact is
true only for real matrices, not for complex ones. Thus if we bound from below
the remaining elements of G(t) with ρR(t), we arrive at the inequality∥∥∥∥dP1

dt
(t)
∥∥∥∥

F

≤ 1
ρR(t)

∥∥∥∥[ 0 F (t)
F (t)T 0

]∥∥∥∥
F

.(3.4)

Finally, denoting X(t) = [X1(t) X2(t)], the properties of the Frobenius norm and
the definition of F (t) lead us to∥∥∥∥dP1

dt
(t)
∥∥∥∥

F

≤ 1
ρR(t)

∥∥∥∥X(t)T
[

0 E
ET 0

]
X(t)

∥∥∥∥
F

=
1

ρR(t)

∥∥∥∥[ 0 E
ET 0

]∥∥∥∥
F

,

from which the first part of the lemma follows easily.
In the one-dimensional case (k = 1), one can take advantage of F (t) being a

row vector and G1(t) a number (which is canceled out by the (1, 1) zero element
of F (t)) to get∥∥∥∥dP1

dt
(t)
∥∥∥∥

F

≤ 1
min

µ∈σext(Σ2(t))
|Σ1(t) − µ|

∥∥∥∥[ 0 F (t)
F (t)T 0

]∥∥∥∥
F

,

instead of (3.4). The following trivial fact:∥∥∥∥[ 0 F (t)
F (t)T 0

]∥∥∥∥
F

=
√

2‖F (t)‖F =
√

2‖F (t)‖2 ≤
√

2‖E‖2

completes the proof.
It is worth noting that in the previous lemma, the bound (3.3) for the derivative

of the orthogonal projection in the one-dimensional case depends only on the usual
gap for singular subspaces. This does not happen for complex matrices, so it is
something particular of real matrices. More on this question will be commented
in the section devoted to numerical experiments.

Some remarks on Lemma 3.1 are in order:
Remark 3.1. It is also possible to obtain an analogous result for complex

matrices, but in this case ρR(t) has to be replaced by ρ(t), defined like (2.12) but
with all the involved quantities depending on t. This approach leads us to a result
similar to Theorem 3.2 below, but with ρ instead of ρR in the bound (3.8). The
theorem so obtained is weaker than Theorem 1.2.

Remark 3.2. Notice that the “new” term σk−1(t) + σk(t) in ρR(t) is only
relevant in the square case. Thus in the rest of this section we restrict ourselves
to the case m = n.
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Remark 3.3. In the second part of the lemma, for k = 1, it is possible to bound
the spectral norm of the derivative of P1(t) just suppressing the square root of 2.
However this does not lead to any improvement in Theorem 3.2.

We prove our first perturbation theorem combining the bounds in the previous
lemma with the technique developed in [1]. As usual, A and Ã denote, from now
on, the unperturbed and perturbed matrices, respectively. The relationship with
the family A(t) = A + tE is the obvious one: A = A(0) and Ã = A(1). Unless
otherwise stated, all quantities denoted with a tilde correspond to Ã.

For the sake of clarity, we state the theorem with all the necessary assumptions.
Theorem 3.2. Let A and Ã = A+E be two n×n real matrices with conformally

partitioned real SVDs

A =
[
U1 U2

] [ Σ1 0
0 Σ2

] [
V T

1

V T
2

]
, Ã =

[
Ũ1 Ũ2

] [ Σ̃1 0
0 Σ̃2

][
Ṽ T

1

Ṽ T
2

]
.

Define

ρ = min

{
min

λ∈σ(Σ1)
µ∈σ(Σ2)

|λ− µ| , 2 σmin(Σ1)

}
,(3.5)

σ(Σ1) = {σ1 ≥ . . . ≥ σk} and

ρR = min

{
min

λ∈σ(Σ1)
µ∈σ(Σ2)

|λ− µ| , σk−1 + σk

}
.(3.6)

If
‖E‖2 <

ρ

2
,(3.7)

then

min
Worthogonal

√
‖U1W − Ũ1‖2

F + ‖V1W − Ṽ1‖2
F ≤ −‖E‖F

‖E‖2
ln
(
1 − 2‖E‖2

ρR

)
.(3.8)

Moreover, if Σ1 is 1 × 1 then

min
w∈{−1,1}

√
‖U1w − Ũ1‖2

2 + ‖V1w − Ṽ1‖2
2 ≤ − ln

(
1 − 2‖E‖2

min
µ∈σ(Σ2)

|Σ1 − µ|

)
.(3.9)

The left hand sides of the previous inequalities are minimized for W = Y ZT , where
Y SZT is any SVD of UT

1 Ũ1 + V T
1 Ṽ1.

Remark 3.4. The first order bound obtained from (3.8) by expanding the
logarithm differs from the one following from (1.9) replacing the residuals by ‖E‖F

only in the presence of ρR instead of δb. If we suppose the perturbed singular
values approximately equal to the unperturbed ones then it may happen that
ρR � δb. Thus, simultaneous bases of singular subspaces can be much more
sensitive for complex than for real matrices. More on the relevance of this point
will be commented at the end of this section and in the next one.
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Remark 3.5. In Section 4 we will see that the restriction (3.7) on the size of
the perturbation is necessary and not an artifact of the differential proof.

Proof of Theorem 3.2 We only prove (3.8). The one-dimensional case follows
similarly. As in Corollary 2.2, we consider the matrix family A(t) = A + tE, for
t ∈ [0, 1]. In the first place, notice that Weyl’s perturbation theorem for singular
values and (3.7) implies

ρR(t) ≥ ρR − 2t‖E‖2 > 0.

Thus, using Lemma 3.1 on the projectors P1 = P1(0) and P̃1 = P1(1), we obtain

‖P̃1 − P1‖F ≤
∫ 1

0

∥∥∥∥dP1

dt
(t)
∥∥∥∥

F

dt ≤
√

2 ‖E‖F

∫ 1

0

dt

ρR(t)

≤
√

2 ‖E‖F

∫ 1

0

dt

ρR − 2t‖E‖2
= − ‖E‖F√

2 ‖E‖2

ln
(
1 − 2‖E‖2

ρR

)
.(3.10)

Now, consider the (m+ n)× k matrices with orthonormal columns:

X1 =
1√
2

[
U1

V1

]
and X̃1 =

1√
2

[
Ũ1

Ṽ1

]
,(3.11)

and notice that

min
Worthogonal

√
‖U1W − Ũ1‖2

F + ‖V1W − Ṽ1‖2
F =

√
2 min

Worthogonal
‖X1W − X̃1‖F

=
√

2
√
‖I − cosΘ(X1, X̃1)‖2

F + ‖ sinΘ(X1, X̃1)‖2
F

≤ 2‖ sinΘ(X1, X̃1)‖F =
√

2‖P̃1 − P1‖F ,

where we have used [18, Theorem II.4.11] (or the original reference [17]) for the
second equality and [18, Theorem I.5.5] for the last one. The final bound follows
from combining the previous bound with the bound (3.10) on the difference of
projectors. The solution of the orthogonal Procrustes problem for X1 and X̃1 (see
[7, Section 12.4.1]) implies that the orthogonal matrix W = Y ZT minimizes the
corresponding left-hand sides of (3.8) and (3.9).

When comparing Theorem 3.2 for real matrices with Theorem 1.2 for general
complex matrices some precautions have to be taken because the quantity δb de-
fined in Theorem 1.2 involves both perturbed and unperturbed singular values,
while ρR in Theorem 3.2 only involves the unperturbed ones. This is due to the
generality of Theorem 1.2, which allows perturbations of any size. As observed
in Remark 3.1, it is possible to obtain for complex matrices a result weaker than
Theorem 1.2, but analogous to Theorem 3.2, just by replacing ρR by ρ. Thus,
it is clear that the bound for real matrices, involving in ρR the sum of the two
smallest singular values of Σ1, can be much smaller than the bound for complex
matrices, which involves in ρ (or in δb) twice the smallest singular value of Σ1.
The situation is much better in the one-dimensional real case, since the sensitivity
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Figure 4.1: Joint residual given by equation (1.7) vs. − log10 (smallest singular value) in
the one-dimensional case described in Section 4.

of simultaneous bases is the same as that of singular subspaces, both depending
on the usual gap for singular subspace variations. In this case the bound (3.9)
for simultaneous bases2 does not show any explicit dependence on the size of Σ1.
However, it should be noticed that this dependence appears implicitly in Theorem
3.2 in the restriction (3.7) on the size of the perturbation. More on the relevance
of all these questions will be discussed in the next section.

4 Numerical experiments.

We present in this section numerical experiments done in MATLAB 5.3, show-
ing that the different sensitivity of simultaneous bases and singular subspaces
predicted for square matrices in both [6] and Section 3 above is observed in the
behavior of usual SVD algorithms. Also, it will be shown that the cases of real
and of complex matrices exhibit in practice different behavior only in the one-
dimensional case k = 1. Although (3.8) in Theorem 3.2 implies that, in theory,
the simultaneous bases can be much less sensitive for k > 1 in the real than in
the complex case, this difference is extremely unlikely to be observed in numerical

2The fundamental idea explaining the sensitivity of simultaneous bases in the one-dimensional
case is easily understood using on Jordan–Wielandt matrices the well-known results in [7, Sec-
tion 7.2.4, 2nd ed.] on eigenvector sensitivity. However, this simple approach demands all the
singular values to be distinct and imposes severe, and unnecessary, restrictions on the size of the
perturbation.
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Figure 4.2: Joint residual given by equation (1.7) vs. − log10 (smallest singular value) in
the two-dimensional case described in Section 4.

practice. The reason is that Σ1 will only be taken to have dimension larger than
1 if the singular values σ1, . . . , σk of Σ1 form a tight cluster. Hence, σk−1 + σk is
practically equal to 2 σk, and ρR ≈ ρ.

We have first generated 50× 50 random real and complex matrices of the form
A = U S V ∗, where S is a diagonal matrix with all but the last entry being
random numbers uniformly distributed between 1 and 4, and a last diagonal entry
10−j. This ensures that the one-dimensional singular subspaces associated with
the smallest singular value 10−j are well-determined (the corresponding gap is
large). The matrices U and V are random finite precision matrices, orthogonal for
real matrices and unitary for complex ones. We will compute the SVD of these
matrices A using the standard MATLAB command. The output will be compared
with U , S, V . We remind the reader that the MATLAB algorithm essentially
produces the SVD of a perturbed matrix A+E, with ‖E‖2 = O(εM )‖A‖2, where
εM is the unit roundoff [7, p. 261].

The exponent j varies from 1 to 25 in steps of size 0.5. Four real and four complex
matrices are generated for each value of j. In Figure 4.1 we plot in logarithmic
scale the joint residual (1.7) for the singular vectors corresponding to the smallest
singular value 10−j versus the exponent j. The numerical results in Figure 4.1
are those predicted by Theorems 1.2 and 3.2 for k = 1, i.e., in the complex case
the joint residual increases with the decrease of the smallest singular value, and
bases are much more sensitive than subspaces (in this case, the sines between the
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unperturbed and perturbed singular subspaces are of order εM ). In the real case,
however, the joint residual remains at order εM until the smallest singular value
becomes smaller than, approximately, the unit roundoff which is, more or less, the
size of the perturbation ‖E‖2 introduced by the algorithm. At that point, the
condition (3.7) no longer holds and Theorem 3.2 does not apply. From this point
on, the joint residual takes only two different values, one still of order εM and the
other value approximately 2 (the maximum possible value for the one-dimensional
joint residual). The reason why there are no values in between is that in the one-
dimensional real case, if the singular subspaces are well-determined, the only way
the computed bases can fail is to change a sign. When this happens the error is
very large. This is also the case in Example 1.1 in [6]. These numerical results
show that the restriction on the size of the perturbation (3.7) in Theorem 3.2 is
necessary and is not an artifact of the proof.

The second experiment is essentially equal to the first one, with the only differ-
ence that the diagonal matrix S has two last diagonal entries 10−j. Thus, k = 2
with well-determined two-dimensional singular subspaces associated with the two
smallest singular values. The results of this experiment are plotted in Figure 4.2.
As predicted, the joint residual behaves in the same way in both the real and the
complex case, growing with j, since σk−1 + σk ≈ 2 σk.

5 Separate absolute sin Θ bounds

As noted in [18, Section V.4.1], a fundamental defect of Wedin’s Theorem 1.1,
appearing in the m > n case, is that, although the right singular subspace is
insensitive to the size of σmin(Σ1), this cannot be seen in a joint bound for left and
right singular subspaces like (1.6). Although there are indirect ways to circumvent
this problem, using the joint bound on the orthogonal complements [18, Section
V.4.1], we take here a direct approach which solves this difficulty.

One possibility which immediately comes to mind is applying Davis and Kahan’s
sinΘ Theorem [5] for Hermitian matrices on either AA∗ or A∗A, but this leads to
gaps between the squares of the singular values, which may be much smaller than
the usual gaps.

There are separate bounds in the literature for left and right singular subspaces
in the relative setting. Additive perturbations are treated in [14] using relative
perturbation results for invariant subspaces of the Hermitian matrix A∗A. The
corresponding bounds depend on gaps between squares of singular values, but in
this case this is not an important disadvantage, since the gaps are relative and
are roughly equivalent to the usual relative gaps. Multiplicative perturbations are
addressed in [13], distinguishing the different influence of left and right perturba-
tions on left and right singular subspaces. It should be noted that in this relative
setting the size of σmin(Σ1) is not relevant for the sensitivity of singular subspaces,
as pointed out in [6, footnote in p. 400]. Thus, the above two references address
interesting problems which are different from ours.

As far as we know, the following Theorem is a new contribution in the absolute
setting, valid for additive perturbations. Its most relevant feature is that, even in
the nonsquare case, the bound on the sines of the canonical angles between right
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singular subspaces does not depend on σmin(Σ1), while this dependence is present
in the corresponding bound for left singular subspaces.

Theorem 5.1. Let A and Ã = A + E be two matrices in Cm×n, m ≥ n with
SVDs (1.1) and (1.2). Define

g = min
λ∈σ(Σ1)
µ∈σ(Σ2)

|λ− µ|(5.1)

and recall the gap
gext = min

λ∈σ(Σ1)
µ∈σext(Σ2)

|λ− µ|,

defined in (2.15). If
‖E‖2 <

gext

2
,(5.2)

then ∥∥ sin Θ(U1, Ũ1)
∥∥

F
≤ − ‖E‖F

2 ‖E‖2
ln
(
1 − 2‖E‖2

gext

)
(5.3)

and ∥∥ sin Θ(V1, Ṽ1)
∥∥

F
≤ − ‖E‖F

2 ‖E‖2
ln
(
1 − 2‖E‖2

g

)
.(5.4)

Remark 5.1. The previous bound (5.4) for right singular subspaces remains
valid under the assumption

‖E‖2 <
g

2
,

which allows perturbations larger than (5.2). This can be seen reversing the roles
of Σ1 and Σ2 in Theorem 5.1: the gap g does not change, while gext is replaced by

g′ext = min
λ∈σ(Σ2)

µ∈σext(Σ1)

|λ− µ|.

Notice that either gext = g or g′ext = g. The result follows since ‖ sin Θ(V2, Ṽ2)‖F

= ‖ sin Θ(V1, Ṽ1)‖F .
Remark 5.2. It is an important observation that the first order bounds ob-

tained from Theorem 5.1 by expanding the logarithm are, ignoring the difference
in gaps, a factor

√
2 smaller than the one which follows directly from Wedin’s

Theorem 1.1 replacing the residuals with ‖E‖F and assuming the perturbed and
unperturbed singular values to be approximately equal. This is to be expected,
since Wedin’s bound is of an intrinsically joint nature, unlike (5.3) and (5.4), which
reflect separately the sensitivities of left and right singular subspaces.

Proof. As in Corollary 2.3, consider the matrix family A(t) = A + tE for
t ∈ [0, 1], and the orthogonal projection P±

1 (t) = Y1(t)Y1(t)∗ on the subspace
spanned by the columns of

Y1(t) =
1√
2

[
U1(t) U1(t)

V1(t) −V1(t)

]
.
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By construction, the m ×m orthogonal projection πu(t) on the column space of
U1(t) is the upper leftm×m block of the (m+n)×(m+n) projection matrix P±

1 (t).
Hence, using Corollary 2.3, we have that πu(t) is continuously differentiable for t
in [0, 1] and, dropping the t’s for convenience,

dπu

dt
= W1

[
0 G ◦ F

G∗ ◦ F∗ 0

]
W ∗

1

for
W1 =

1√
2

[
U1 U1 U2 U2

√
2U3

]
.

Since W1 is a piece of a unitary matrix and ‖ · ‖F is unitarily invariant, we obtain∥∥∥∥dπu

dt

∥∥∥∥
F

≤
∥∥∥∥[ 0 G ◦ F

G∗ ◦ F∗ 0

]∥∥∥∥
F

.(5.5)

If we define gext(t) for A(t) as in (2.15) but with all the involved quantities de-
pending on t, then gext(t) is a lower bound on all denominators in G(t), and∥∥∥∥dπu

dt

∥∥∥∥
F

≤ 1
gext

∥∥∥∥[ 0 F
F∗ 0

]∥∥∥∥
F

.(5.6)

Furthermore, the same argument used right after (3.4) shows that∥∥∥∥[ 0 F
F∗ 0

]∥∥∥∥
F

≤
∥∥∥∥[ 0 E

E∗ 0

]∥∥∥∥
F

=
√

2 ‖E‖F .

Summarizing, we finally arrive at∥∥∥∥dπu

dt
(t)
∥∥∥∥

F

≤
√

2 ‖E‖F

gext(t)
, for all t ∈ [0, 1].(5.7)

As before, Weyl’s Theorem implies that

gext(t) ≥ gext − 2t ‖E‖2 > 0.(5.8)

We now proceed as in the proof of Theorem 3.2, using the fact that [18, Theorem
I.5.5] implies

‖ sinΘ(U1, Ũ1)‖F =
1√
2
‖πu(1)− πu(0)‖F ≤ 1√

2

∫ 1

0

∥∥∥∥dπu

dt
(t)
∥∥∥∥

F

dt.

Using the bounds (5.7) and (5.8), the same chain of inequalities in (3.10), with ρR

replaced by gext, leads to the bound (5.3) on ‖ sinΘ(U1, Ũ1)‖F .
As to the bound (5.4), notice that the n× n orthogonal projection πv(t) on the

column space of V1(t) is the lower right n× n block of P±
1 (t). Hence, also πv(t) is

continuously differentiable for t in [0, 1] and

dπv

dt
(t) = W2(t)

[
0 G(t) ◦ F(t)

G(t)∗ ◦ F(t)∗ 0

]
W2(t)∗
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for
W2(t) =

1√
2

[
V1(t) −V1(t) V2(t) −V2(t) 0

]
.

The null n× (m− n) rightmost block of W2(t) makes a big difference in this case,
namely that the matrix product above is in fact

dπv

dt
(t) = Ŵ2(t)

[
0 Ĝ(t) ◦ F̂(t)

Ĝ(t)∗ ◦ F̂(t)∗ 0

]
Ŵ2(t)∗,

where, using the notation of Corollary 2.3,

Ŵ2(t) =
1√
2

[
V1(t) −V1(t) V2(t) −V2(t)

]
,

Ĝ(t) =
[

G+
2 (t) G−

2 (t)
−G−

2 (t) −G+
2 (t)

]
,

and the partitions
F(t) =

[
F̂(t) | ∗

]
,

G(t) =
[
Ĝ(t) | ∗

](5.9)

are conformal. Hence, neither U3 nor the gap matrix G0(t) play any role whatso-
ever in the bounds on the derivative of πv(t). This is the key to obtain different
bounds for left and right singular subspaces.

Once we have this information, exactly the same procedure used above to bound
dπu/dt leads directly to the bound (5.4), simply replacing gext(t) with g(t), defined
as (5.1) with all the involved quantities depending on t.

Remark 5.3. As in Remark 2.2, the condition (5.2) on the range of validity of
(5.3) may be relaxed when m > n to

‖E‖2 < min{g
2
, σmin(Σ1)}

at the cost of replacing the bound (5.3) by

‖ sin Θ(U1, Ũ1)‖F ≤ − ‖E‖F

2 ‖E‖2

[
ln
(
1 − 2‖E‖2

g

)
+ 2 ln

(
1 − ‖E‖2

σmin(Σ1)

)]
.

The crucial point to do this is using the partitions (5.9) to separate the roles of
the gap matrices G+

2 and G−
2 from that of G0 in (5.5).

Remark 5.4. Versions for general unitarily invariant norms of Theorem 5.1
are also possible assuming further restrictions on the distribution of the singular
values. We do not develop this idea to keep the paper relatively concise.
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6 Theorems in unitarily invariant norms.

To obtain bounds in all unitarily invariant norms further restrictions on the
singular values have to be imposed. While in Theorem 1.2 (respectively, in Theo-
rem 3.2) only the disjointness between σ(Σ̃1) and σext(Σ2) (respectively, between
σ(Σ1) and σ(Σ2)) is necessary, to obtain Theorems in unitarily invariant norms
we have to impose σ(Σ̃1) and σext(Σ2) (respectively σ(Σ1) and σ(Σ2) in the case
of square real matrices) to be separated by two intervals. These requirements are
similar to those used in sinΘ theorems for arbitrary unitarily invariant norms [20].

6.1 General complex matrices.

The following simple result will be often used in this section.
Lemma 6.1. For any partitioned matrix it holds that∥∥∥∥[ A1

A2

]∥∥∥∥
2

≤
√
‖A1‖2

2 + ‖A2‖2
2.

Proof. Notice that

[A∗
1, A

∗
2]
[
A1

A2

]
= A∗

1A1 +A∗
2A2,

and apply to this equation the triangle inequality for the spectral norm. The result
follows taking into account that ‖B∗B‖2 = ‖B‖2

2 for any matrix B.
In the next lemma we relate the direct generalization for unitarily invariant

norms of the joint residual (1.7) to the sines of the canonical angles between the
column spaces of X1 and X̃1 defined in (3.11). The relationship with the difference
of the corresponding orthogonal projectors P1 and P̃1 is also stated.

Lemma 6.2. Let ||| · ||| be any unitarily invariant norm. Then

min
Wunitary

∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
[
U1

V1

]
W −

[
Ũ1

Ṽ1

]∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣ ≤ 2

√
2 ||| sinΘ(X1, X̃1)|||,

min
Wunitary

∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
[
U1

V1

]
W −

[
Ũ1

Ṽ1

]∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣ ≤ 2

√
2 |||P1 − P̃1|||,

min
Wunitary

∥∥∥∥∥
[
U1

V1

]
W −

[
Ũ1

Ṽ1

]∥∥∥∥∥
2

≤ 2 ‖ sinΘ(X1, X̃1)‖2,

min
Wunitary

∥∥∥∥∥
[
U1

V1

]
W −

[
Ũ1

Ṽ1

]∥∥∥∥∥
2

≤ 2 ‖P1 − P̃1‖2.

Remark 6.1. There is no simple way of finding the matrix W which minimizes
the left-hand sides of the inequalities of the previous lemma, although the exis-
tence of this matrix is easily proved through an elementary compactness argument.
Numerical algorithms to compute W in the real case can be found in [19]. In this
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case all the matrices appearing in Lemma 6.2 are real matrices, so the unitary
matrix W has to be a real orthogonal matrix.

Proof. Applying [18, Theorem I.5.2] and taking into account that 2k ≤ (m+n),
we can prove that there exist two unitary k × k matrices Z and Z̃ such that

min
Wunitary

∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
[
U1

V1

]
W −

[
Ũ1

Ṽ1

]∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣

=
√

2 min
Wunitary

∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
 I

0
0

ZWZ̃ −

 cosΘ(X1, X̃1)
sinΘ(X1, X̃1)

0

∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣

≤
√

2

∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
 I − cosΘ(X1, X̃1)

− sinΘ(X1, X̃1)
0

∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣

≤
√

2
(
|||I − cosΘ(X1, X̃1)||| + ||| sinΘ(X1, X̃1)|||

)
≤ 2

√
2 ||| sinΘ(X1, X̃1)|||.

The last step follows from the inequality 0 ≤ 1 − cos θ ≤ sin θ for acute angles
using [18, Theorem II.3.7]. This proves part 1 of the lemma. Part 3 follows in
a similar way using Lemma 6.1 instead of the triangle inequality in the second
inequality of the expression above. Parts 2 and 4 are obtained from parts 1 and
3, respectively, using [18, Theorem I.5.5] and again [18, Theorem II.3.7].

Now we are able to prove the following perturbation theorem:
Theorem 6.3. Let A and Ã be two m×n (m ≥ n) complex matrices with SVDs

(1.1) and (1.2). Assume that

σ(Σ̃1) ⊂ [σmin(Σ̃1), β]

and that
σ(Σ2) ⊂ [0, σmin(Σ̃1) − δ] ∪ [β + δ,+∞)

where β and δ are real positive numbers such that 0 < σmin(Σ̃1) < β, δ > 0 and
σmin(Σ̃1) − δ ≥ 0. Define

ηb =


δ if σ(Σ2) ∩ [0, σmin(Σ̃1) − δ] �= ∅,

min{δ, σmin(Σ1) + σmin(Σ̃1)} if σ(Σ2) ⊂ [β + δ,+∞) and m = n,

min{δ, σmin(Σ̃1)} if σ(Σ2) ⊂ [β + δ,+∞) and m > n.

If ηb > 0 then

1. min
Wunitary

∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
[
U1

V1

]
W −

[
Ũ1

Ṽ1

]∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣ ≤ 2

ηb

∣∣∣∣∣∣∣∣∣∣∣∣[ RS
]∣∣∣∣∣∣∣∣∣∣∣∣ ≤ 2

|||R|||+ |||S|||
ηb

,

2. min
Wunitary

∥∥∥∥∥
[
U1

V1

]
W −

[
Ũ1

Ṽ1

]∥∥∥∥∥
2

≤
√

2
ηb

∥∥∥∥[ RS
]∥∥∥∥

2

≤
√

2

√
‖R‖2

2 + ‖S‖2
2

ηb
.
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Remark 6.2. The bound for the spectral norm is similar to the bound for the
Frobenius norm (1.9), and tighter than the bound for general invariant norms. We
have been unable to improve this latter bound.

Proof. This theorem follows from parts 1 and 3 of Lemma 6.2, bounding the
norms of the matrix of the sines of the canonical angles between the column spaces
of X1 and X̃1. This is accomplished applying the Davis–Kahan sinΘ Theorem for
unitarily invariant norms [5] to the unperturbed and perturbed Jordan–Wielandt
matrices (2.9), and bearing in mind that

T1 =
[

0 A
A∗ 0

]
X̃1 − X̃1Σ̃1 =

1√
2

[
R
S

]
,

where R and S are the residuals defined by (1.3). Finally, the triangle inequality
is used in part 1, while Lemma 6.1 in part 2.

6.2 Real matrices.

For the sake of simplicity, we will only consider the case when the sensitivity of
simultaneous bases is essentially different from the sensitivity of singular subspaces,
that is, singular subspaces associated with the smallest singular values of square
matrices. We can deal with other cases in a similar way.

As in Section 3, we begin with a lemma which bounds the derivatives of the
corresponding orthogonal projectors on any unitarily invariant norm. From these
bounds, the main result of this subsection, Theorem 6.5, follows easily using again
the integral techniques in [1]. The proof of Lemma 6.4, although easy, is rather
technical and may be skipped without affecting the rest of the paper.

Lemma 6.4. Under the same assumptions and with the same notation of Corol-
lary 2.2 and Lemma 3.1, assume that A and E are real square n×n matrices and
that for all t ∈ [0, 1] there exist two numbers αt > 0 and δt > 0 such that

σ(Σ1(t)) ⊂ (0, αt] and σ(Σ2(t)) ⊂ [αt + δt,+∞).

1. Then for any unitarily invariant norm ||| . |||∣∣∣∣∣∣∣∣∣∣∣∣dP1

dt
(t)
∣∣∣∣∣∣∣∣∣∣∣∣ ≤ ( 1

σk−1(t) + σk(t)
+

1
δt

) ∣∣∣∣∣∣∣∣∣∣∣∣[ 0 E
ET 0

]∣∣∣∣∣∣∣∣∣∣∣∣ ,
2. and for the spectral norm ‖ . ‖2∥∥∥∥dP1

dt
(t)
∥∥∥∥

2

≤
√

2‖E‖2

min{δt, σk−1(t) + σk(t)}
.

Proof. The proof relies heavily on Corollary 2.2, and we are going often to
use magnitudes appearing in that Corollary. Moreover, it is convenient to bear
in mind that we are dealing with real square matrices, so the matrices U3(t) and
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G0(t) are not present in the following arguments and conjugate transposes are just
transpose matrices. From equation (2.14)∣∣∣∣∣∣∣∣∣∣∣∣dP1

dt
(t)
∣∣∣∣∣∣∣∣∣∣∣∣ = ∣∣∣∣∣∣∣∣∣∣∣∣[ 0 G(t) ◦ F (t)

G(t)T ◦ F (t)T 0

]∣∣∣∣∣∣∣∣∣∣∣∣ .(6.1)

Define

X−
1 (t) =

1√
2

[
U1(t)

−V1(t)

]
and Y2(t) =

1√
2

[
U2(t) U2(t)
V2(t) −V2(t)

]
.

Thus, F (t) can be partitioned in two blocks as F (t) ≡ [F1(t) F2(t)], where

F1(t) = X1(t)T
[

0 E
ET 0

]
X−

1 (t), F2(t) = X1(t)T
[

0 E
ET 0

]
Y2(t).

We partition G(t) conformally as

G(t) ≡ [G1(t) G2(t)]

where, according to the definitions in Corollary 2.2, G2(t) ≡ [G+
2 (t) G−

2 (t)].
In the rest of the proof we are going to deal with the problem of bounding

G(t) ◦ F (t) = [G1(t) ◦ F1(t) G2(t) ◦ F2(t)](6.2)

for all unitarily invariant norms. This is equivalent to bounding the derivative of
the orthogonal projector P1(t), as can be seen taking into account equation (6.1)
and the fact that, by Fan’s dominance theorem [2, Theorem IV.2.2], given two
matrices C and D,∣∣∣∣∣∣∣∣∣∣∣∣[ 0 C

C∗ 0

]∣∣∣∣∣∣∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣∣∣∣∣∣∣[ 0 D
D∗ 0

]∣∣∣∣∣∣∣∣∣∣∣∣ for all unitarily invariant norms,(6.3)

if and only if |||C||| ≤ |||D||| for all unitarily invariant norms. However, some care
has to be taken because these ideas cannot be applied in a straightforward way.

The first step is to split the problem into two simpler problems using the triangle
inequality on

[G1(t) ◦ F1(t) G2(t) ◦ F2(t)] = [G1(t) ◦ F1(t) 0] + [0 G2(t) ◦ F2(t)](6.4)

to obtain

|||G(t) ◦ F (t)||| ≤ |||G1(t) ◦ F1(t)||| + |||G2(t) ◦ F2(t)|||.

To bound |||G1(t) ◦ F1(t)|||, notice that F1(t) is a k × k real skew symmetric
matrix. Thus, we can use Corollary 3.3 in [15] to obtain

|||G1(t) ◦ F1(t)||| ≤
1

σk−1(t) + σk(t)
|||F1(t)|||.(6.5)
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To bound |||G2(t)◦F2(t)|||, notice thatG2(t)◦F2(t) is the solution of the Sylvester
equation Σ1(t)Z − Zdiag(Σ2(t),−Σ2(t)) = F2(t). Applying the classical result of
Davis and Kahan [5] (see also [2, Section VII.2]), we obtain

|||G2(t) ◦ F2(t)||| ≤
1
δt
|||F2(t)|||.(6.6)

Combining equations (6.1) and (6.4), and taking into account that zero rows or
columns can be suppressed without changing any unitarily invariant norm, we get∣∣∣∣∣∣∣∣∣∣∣∣dP1

dt
(t)
∣∣∣∣∣∣∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣∣∣∣∣∣∣[ 0 G1(t) ◦ F1(t)

G1(t)T ◦ F1(t)T 0

]∣∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣∣[ 0 G2(t) ◦ F2(t)

G2(t)T ◦ F2(t)T 0

]∣∣∣∣∣∣∣∣∣∣∣∣,
and using the bounds (6.5) and (6.6), and result (6.3) the following bound is
obtained ∣∣∣∣∣∣∣∣∣∣∣∣dP1

dt
(t)
∣∣∣∣∣∣∣∣∣∣∣∣ ≤ 1

σk−1(t) + σk(t)

∣∣∣∣∣∣∣∣∣∣∣∣[ 0 F1(t)
F1(t)T 0

]∣∣∣∣∣∣∣∣∣∣∣∣
+

1
δt

∣∣∣∣∣∣∣∣∣∣∣∣[ 0 F2(t)
F2(t)T 0

]∣∣∣∣∣∣∣∣∣∣∣∣ .
The first part of the lemma follows from the fact that unitarily invariant norms
decrease by pinchings (see [18, Exercise 1, p. 88] or [2, (IV.52), p. 97]), and an
almost similar argument to that right after (3.4).

For the second part, notice that from equation (2.14) we get∥∥∥∥dP1

dt
(t)
∥∥∥∥

2

= ‖G(t) ◦ F (t)‖2 ≤
√
‖G1(t) ◦ F1(t)‖2

2 + ‖G2(t) ◦ F2(t)]‖2
2

applying Lemma 6.1 to equation (6.2). The result follows again from (6.5) and
(6.6) after some straightforward manipulations.

Lemma 6.4 leads to the following theorem:
Theorem 6.5. Let A and Ã = A+E be two n×n real matrices with conformally

partitioned real singular value decompositions

A =
[
U1 U2

] [ Σ1 0
0 Σ2

] [
V T

1

V T
2

]
, Ã =

[
Ũ1 Ũ2

] [ Σ̃1 0
0 Σ̃2

][
Ṽ T

1

Ṽ T
2

]
.

Consider the ordered singular values of Σ1 to be σ(Σ1) = {σ1 ≥ · · · ≥ σk} and
assume there exist numbers α > 0 and δ > 0 such that

σ(Σ1) ⊂ (0, α] and σ(Σ2) ⊂ [α+ δ,+∞).

If

‖E‖2 <
1
2

min{δ , 2 σk}(6.7)
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then

min
Worthogonal

∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
[
U1

V1

]
W −

[
Ũ1

Ṽ1

]∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣

≤ −2
√

2

∣∣∣∣∣∣∣∣∣∣∣∣[ 0 E
ET 0

]∣∣∣∣∣∣∣∣∣∣∣∣
‖E‖2

ln
(
1 − 2‖E‖2

min{δ, σk−1 + σk}

)
.

min
Worthogonal

∥∥∥∥∥
[
U1

V1

]
W −

[
Ũ1

Ṽ1

]∥∥∥∥∥
2

≤ −
√

2 ln
(
1 − 2‖E‖2

min{δ, σk−1 + σk}

)
.

Proof. Once again, consider the matrix family A(t) = A+ tE introduced just
before Corollary 2.2. The notation of this corollary will be used again. Using
Weyl’s perturbation theorem and the restriction (6.7) we get that for any t ∈ [0, 1]

σ(Σ1(t)) ⊂ (0, α+ t‖E‖2] and σ(Σ2(t)) ⊂ [α+ δ − t‖E‖2,+∞)

with α+ δ − t‖E‖2 − (α+ t‖E‖2) = δ − 2t‖E‖2 > 0. Thus, we can apply Lemma
6.4 to get

|||P̃1 − P1||| ≤
∫ 1

0

∣∣∣∣∣∣∣∣∣∣∣∣dP1

dt
(t)
∣∣∣∣∣∣∣∣∣∣∣∣ dt

≤ 2
∣∣∣∣∣∣∣∣∣∣∣∣[ 0 E

ET 0

]∣∣∣∣∣∣∣∣∣∣∣∣ ∫ 1

0

dt

min{σk−1 + σk, δ} − 2t‖E‖2

= −

∣∣∣∣∣∣∣∣∣∣∣∣[ 0 E
ET 0

]∣∣∣∣∣∣∣∣∣∣∣∣
‖E‖2

ln
(
1 − 2‖E‖2

min{σk−1 + σk, δ}

)
.

The first part of the theorem follows from combining the previous bound with the
second part of Lemma 6.2. The result for the spectral norm is proved in a similar
way using the corresponding parts of Lemmas 6.2 and 6.4.
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